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Software and security of iSCSI storage area network 
Summary:

This session my research is forces on software used in iSCSI storage area network and the security of SAN. Both of this is important part inside the iSCSI storage area network, without software we can not check, manage even use our SAN. Without security it is easy to lose important information even get trouble with equipment. 
In this report I will cover on iSCSI software, SAN management software and SAN security.
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Objective

More than ever before, software is paying a vital role in the successful deployment of SANs. Much of the technology, and many of the features, provided by SANs are actually embedded in its software. From volume management to serverless backup. Choosing and configuring the software components is very important and should be done with care.

In the recently years the information security is one of the hottest topic in information technology area. iSCSI storage area network is a ip based network which will contain use, store and transform the important information and data. So the security and disaster recovery become a important part inside the iSCSI storage area network.

Some people hear IP-SAN, and think every hacker on the internet will have free access to their storage networks. Nothing could be further from the truth. Correctly configured, iSCSI-based arrays offer the highest level of security available in SAN technologies.

ISCSI networks provide a number of integrated security features. Passwords are required for array management and group membership protocols between arrays are always authenticated. Most importantly from the point of view of securing the data, access controls are provided for each volume. Per volume access controls can be a combination of initiator name, initiator IP address, and strong CHAP authentication. Secure authentication of any kind is a security feature not available with Fibre Channel technology.
(http://www.dothill.com/tutorial/tutorial.swf)
iSCSI software

Many companies offer a wide vanity of software products and solutions that are specifically designed to enhance the performance, data availability and manageability of SANs. Some of these solutions have been custom developed by these companies for lines of data storage systems. Other offerings are more universal or “open” and address a very broad range of customer requirements and equipment.

Example 

LeftHand SAN/iQ software
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this is SAN/IQ™ Distributed Storage Matrix (DSM) Screenshot

SAN/iQ™
LeftHand's SAN/iQ software is the intelligence behind the LeftHand SAN. The core engine, SAN/iQ, provides a full set of SAN services including centralized storage management, virtualization, non-disruptive scalability, automated failover, local and remote replication, snapshot, and automated data migration.

Which have remote IP copy application

Remote IP Copy :
An add-on application that is designed to simplify the process of maintaining multiple copies of data, with almost real-time concurrency, across multiple facilities.

(http://www.lefthandnetworks.com/products/saniq_overview.php)

iSCSI SAN storage management software
SANs today become rather complex in both their design and implementation. Adding to this are issues relating to their configuration, resource allocation and monitoring. These tasks are concerns have led to a need to proactively manage SANs, their client servers and their combined resources. These needs have led to this new category of software that has been specifically developed to perform these functions and more. Though somewhat recent in its development, SAN management software borrows heavily from the ideas, functions and benefits that are mature and available for traditional LANs and WANs.
Ideally, SAN management software would be universal and work with any SAN. But in today’s multi-vendor and hardware-drivers SAN environments, this management software is often proprietary or tied to certain products and vendors. While this is beginning to change, it still means that SAN management software must be selected with great care, and consideration given to the SAN equipment manufacturers, OS platforms, firmware revisions, HBA drivers, client applications, and even other software that may be running on the SAN.

Until such time as SAN management software becomes very universal, it will be quite important, and even vital, to work closely with product providers in order to achieve the best results in obtaining SAN management goals and benefits. When selecting SAN management software, it is particularly important to ask lots of questions. Inquire about supported PS platforms, compatibility issues with other vendors, minimum revision levels of the components that are in the SAN, and any feature restrictions that may be imposed in certain environments. Even when obtaining the entire SAN from a single provider, it is still prudent to ask these types of questions

What is SAN management

Management often means different things to different people. A network administrator, for example , is generally concerned with data transport, or moving user information reliably from one point to another. A network administrator is there fore concerned with such management issues as bandwidth utilization, provisioning redundant links in a meshed topology to guarantee alternate data paths, support for multiple protocols, error-free delivery, and so on. In short, the network administrator is concerned with getting data from A to B, but typically is not aware of what happens to the data once it arrives at its destination.
A storage administrator, on the other hand, is less concerned about data transport than about the organization and placement of data once it arrives at its destination.

The SAN requires both management of data transport and management of data placement. A SAN forces traditional storage management to broaden its scope to include network administration, and encourages traditional network management to extend its reach to data placement and organization. Consequently, network management frameworks such as CA Unicenter, Tivoli and HP OpenView are incorporation storage management utilities for the SAN while storage software providers, such as VERITAS and Legato, are including modules to monitor the network transport. The integration of storage and networking management functions is a unique product so SAN evolution and confirms the shift from a server-centric to a data centric model in the enterprise.
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 SAN Managed software options:

Data Storage vendors for software and hardware tend to produce their own types of Storage Management software for a particular product or application.  This is fine if you purchase all of your products from a single source, but what would happen if the manufacturer went bust?  The idea behind the Managed Storage software is that it can manage and control the flow of data through the iSCSI SAN using multi vendor storage, gigabit switches and iSCSI cards.  You can even use the software to connect your iSCSI SAN to your Fibre Channel SAN and have the management software manage your Fibre Channel network as well. 
· Target disk emulation to serve well-behaved virtual disks to popular operating systems (Windows, Unix, Linux, NetWare and MacOS) using iSCSI over Ethernet or Fibre Channel 

· Disk Initiator to read and write from physical head-disk-assemblies qualified under the Windows operating system used on the storage server 

· Protocol bridging between different host connections and disk drive interfaces (e.g., Fibre Channel host connection accessing disk blocks in Serial ATA drives) 

· I/O read and write caching using the Intel server's RAM as a cache 

· Secure LUN allocation (access controls) to prevent unauthorized host access to virtual disks 

· Virtual LUNs of different sizes carved out or aggregated from physical disks 

· Intuitive drag-and-drop administration via Microsoft Management Console (MMC) 

Snap-ins

· Performance management via Windows built-in Performance Monitor and Melody-specific performance counters 

· Event monitoring of disk resources, cache and I/O channels through Windows built-in Event Viewer and event log 

More sophisticated storage control requirements are addressed by adding one or more of the following:

· High-Availability is achieved through synchronous mirroring between adjacent storage servers packaged as a pair. Both members actively process I/Os. Each server may be configured to handle primary paths for some of the volumes while its companion takes over with the mirrored images in case of failure. Host must be adequately configured with qualified multi-path drivers to take advantage of this feature. Fibre Channel may be used as the inter-server link. Each server in the high-availability pair must be separately licensed with this option. 

· Snapshot: Point-in-time snapshots are generated using copy-on-write technology for selected virtual volumes. 

· NMV: Just-in-time auto provisioning using Network Managed Volumes presents large virtual volumes to applications but only allocates space dynamically as the application consumes it. 

· AIM: Asynchronous IP Mirroring replicates selected volumes between storage servers using native IP connections over long distances. Each server participating in the AIM connection must carry its own advanced option license. 

（http://www.iscsi-storage.com/iscsi_managed_storage.htm）

Thinking when choice a iSCSI storage area network management software

More and more, SAN management software is converging on a common set of features. However products differ widely in how well they actually support the different functions. Some emphasize reporting and monitoring tools to keep track of the SAN's performance and use. Others offer wide-ranging automation to handle everything from provisioning to capacity allocation. Some products support a relatively limited number of vendors. Others seem to be out to support every switch and HBA in existence

The first question is "can this product support our present and planned environment?"
This can be a little tricky since software vendors naturally want to claim they can support everything. Some of the big players make a significant attempt, but the fact is you're probably going to be limited in your selection of software by what products will effectively support your choices of operating system and hardware. Also, don't forget to look at how closely SAN management can be integrated with other management products your enterprise uses. 

The next question is "what is really important in our enterprise?"
Here you need to examine the various features and decide which ones are most important to you. Then examine the products and decide which ones are strongest at the things you really need done.

(http://searchstorage.techtarget.com/infoCenter/tip/0,294276,sid5_gci956130_tax294585,00.html?track=NL-57&ad=478732)

One example is PyX Technologies Inc. which says that its new iSCSI storage management software provides original equipment manufacturers and their customers with the highest possible level of data transmission reliability. But industry analysts aren't sure if PyX will be able to find a market for the product.

(http://searchstorage.techtarget.com/originalContent/0,289142,sid5_gci991549,00.html)

Another example form IBM, IBM Storage Area Network (SAN) Management Provides for SAN management including device discovery, topology mapping, monitoring, reporting, and configuration.
Which have TotalStorage Productivity Center for Fabric, which Allows administrators to monitor and control heterogeneous SANs from a single console, and TotalStorage SAN Volume Controller, which Integrates IBM virtualization technology, Fibre Channel switches, and storage RAID technologies
(http://www-306.ibm.com/software/sw-bycategory/subcategory/SWJ40.html)

SAN security
When the word "security" is used in association with information storage systems in storage area networks (SANs), the first thought that comes to mind is of computer hackers infiltrating those information storage systems and causing problems. Unauthorized human access to information storage systems is a big concern, but there is yet another security issue that must also be addressed and that is technology containment. For example, in an environment where technologies are not contained, Windows NT server(s) would see every available LUN and try to take ownership of them all. In brief, technology containment keeps the servers from gaining unauthorized access or accidental access to certain resources in the SAN.

basic advantage of SAN technology over storage systems that were previously captive or directly attached to their associated hosts, is that SANs make possible networked any-to-any connectivity. In a SAN, storage systems are de-coupled from their hosts and shared on a network where many hosts can potentially access them; making security an essential component in the design and management of storage systems based on SAN architectures.

Physical security
If someone really wants to get at the information, it is not difficult if they can gain physical access to the computer or hard drive. Storage area network is the network contain lot of important information and we should pay some attention on physical security of iSCSI SAN.

In this area we will need doing something on lock, wall, electronic monitoring, alarms and alarm systems.

iSCSI Security Model 

Since iSCSI provides block-level access to storage, it is accessed by the host operating system as if it were a directly attached (local) storage device; this means that in most cases the root or administrator user on the host OS is used to configure and initiate access. An iSCSI storage device (also known as an iSCSI target) has no way of knowing which user on the host system is requesting access to the storage; thus all user-level authentication and authorization for access to data within the LUN must be delegated to the host operating system. This is the same overall security model used by direct-attached or Fibre Channel SAN-attached storage. 

The following iSCSI security methods can be configured on a filer. In some cases the iSCSI initiator may also have to be configured with security information. 

1. LUN(Short for logical unit number, a unique identifier used on a SCSI bus to distinguish between devices that share the same bus.) masking: Each LUN may have access to it restricted to a specified group of iSCSI initiators; Network Appliance refers to these initiator groups on the filer as igroups. LUN masking and igroups will be discussed in detail later in this paper. 

2. Initiators and filers may be required to authenticate when establishing an iSCSI session using the Challenge Handshake Authentication Protocol (CHAP). CHAP and how it is implemented in the NetApp environment will be discussed in detail later in this paper. 

3. IPSec may be used to encrypt authentication and data packets on the network. 

It is advisable to configure a network topology that minimizes risk of unauthorized access to or modification of data as it traverses the network; one can accomplish this by use of direct cabling, switched network environments, virtual LANs (VLANs), and dedicated storage network interfaces when appropriate. 

Finally, hosts that access iSCSI storage resources should be carefully configured, secured, and monitored for unauthorized access. If an attacker compromises an authorized iSCSI host system, there is nothing that the filer (or indeed, any storage system) can do to distinguish the attacker from an authorized user. 
(www.snseurope.com/features-full.php?id=2259)

Implantation the security 
There are five specific ways to lock the door to an iSCSI SAN. Each one can help to secure your IP SAN, but also has its limitations. Used in concert, however, these methods can vastly increase the security of your storage. 

1. Use access control lists (ACLs). ACLs allow an administrator to limit who can see what in an IP SAN. Most systems support ACLs based on IP address, which is a good start but simple to defeat. Another method is to use the initiator name of an iSCSI client. Like an FC world wide name (WWN) or Ethernet media access control (MAC) address, an initiator name should be a unique identifier for each iSCSI host bus adapter (HBA) or software initiator. However, like a WWN or MAC address, initiator names are simple to override, especially with software-based iSCSI drivers. ACLs, like FC LUN masking, should be seen primarily as a means of dividing storage resources among clients, not as a strong security method. 

2. Use a strong authentication scheme. Authentication protocols like Challenge Handshake Authentication Protocol (CHAP) securely identify clients with user names and passwords. Passwords are never sent over the network in plain text, and the protocol is widely trusted by network administrators. But the passwords must be stored at each end of the connection, sometimes even in a plain text file. Remote Authentication Dial-In User Service (RADIUS) moves password authentication off the iSCSI target to a central authority, but can be tricky to set up and clients can still be breached. 

3. Secure management interfaces. One important lesson from the world of FC security is to focus on securing the management interfaces for storage devices. No matter how secure the SAN is, a user of the management application can reassign storage to change, snoop or destroy data. Keep management interfaces on secure LANs and use strong passwords for management accounts. Make sure your vendors don't leave backdoor accounts with well-known passwords. Role-based security and activity accounting can be helpful forensic tools; if your storage system supports these techniques, use them. 

4. Encrypt exposed network traffic. IP security (IPsec) is a standard protocol for encrypting and authenticating IP packets. IPsec supports two encryption modes: Transport and Tunnel. Transport mode encrypts only the data portion (payload) of each packet, but leaves the header untouched. The more secure Tunnel mode encrypts both the header and the payload. On the receiving side, an IPsec-compliant device decrypts each packet. For IPsec to work, the sending and receiving devices must share a public key. Vendors and consultants recommend using IPsec to encrypt all iSCSI traffic that leaves a secure network. It can be a strong security measure, but can also greatly impact network performance. For this reason, software implementations of IPsec should be avoided unless absolutely necessary. 

5. Encrypt data at rest. Strong encryption of data on disk is widely available and proven. The question is whether this task occurs on the client (an encrypting file system), in the network (an encryption appliance) or on the storage system. A strong case can be made for the first option -- most enterprise operating systems (including Windows and Linux) have excellent file system-based encryption technologies, and encrypting data before it reaches the network ensures that it's encrypted all the way through the wire. If the CPU overhead of such a scheme is a concern, moving the task of encryption to a network- or array-based device is a possibility, although some data protection is lost. One word of caution: Encryption can also lock you out of your own data if you lose the key.

(searchstorage.techtarget.com/ tip/1,289483,sid5_gci1076436,00.html)

